Line gain for long term environmental survey
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Challenge & Solution Results
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Designing sensors based on Spectrograms Obtained with 64 Bands

Primitive Neural Networks: a
biomimetic architecture inspired
by the Dbrain-ear system,
developed to autonomously and
continuously identify marine
mammals, with an energy
autonomy of up to one year.

This very principle led to the invention of CNNs
— and we're taking it further: by extracting
essential primitives directly at the acquisition
stage, through a biomimetic process modeled on
natural selection!

Conclusion : We have demonstrated that a mixed
analog-digital approach can achieve accuracy
comparable to state-of-the-art purely digital
methods (based on FFT followed by a CNN), while
consuming significantly less energy. This makes it
suitable for deployment on microcontrollers and
enables operation for several months on battery
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Primitive Extraction : Extraction of moments of
interest using a bank of band-pass filters combined Triggered
with peak detectors — analogous to the function of o

inner hair cells. A _ e
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The filter bank is optimized through end-to-end . Primitive Neural Networks (PNNs) embody an

CRNN training, emulating the evolutionary Architectural Diagram of PNNs ecological and scientifically grounded strategy,

specialization of the cochlea in different species, by closely mimicking biological processes to
thereby further reducing energy consumption enable efficient, embedded artificial intelligence
(Figure C) systems.
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The final filter selection is
performed through a new

m N neural network layer: the Line

Gain.

TABLE I: CNN Architecture

Ag?;tl’taft've ; - " S) ox Laver Output Shape Activation | Nb of Variables
iltering T, L& é - R . Input (None, 64, 90, 1) - :
Chome doscslts . A DS - 29, . f ) o8 O el n——— Line Gain (None, 64, 90, 1) ReLU 64
\ % A : Wake-up o8 i Conv2D (Nonc, 62, 88,8) [ RelLU 80
Threshold » ; . Conv2D (None, 60, 86, 8) ReLU 584
] ~—— Conv2D (None, 58, 84, 8) ReLU 584
; . Flatten (None, 38976) - -
Dense (None, 128) RelLU 4,989,056
Dropout (0.2) (None, 128) - -
Dense (None, 32) ReLU 4,128
Output (Dense) (None, 4) Softmax 132
Total parameters 4,994 564

Sensitivity

R Line Gain : Each row of the
Image is multiplied by a weight
w; , followed by L1 norm
regularization.
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o Development Perspective

This regularization drives the weights
w; toward zero. The lower a weight is
relative to the others, the less its

associated primitive contributes to the _ _ _
classification task. An immersible construction and

real-world testing of the entire

The remaining filters are then system are desired by the LIS and
used to train the following IM2NP laboratories.

components:

- The Trigger block, which detects AN upco_n_ung _PhD thesis W'” focus
when activation is necessary, on th_e silicon n_nplementaﬂon of the
The CRNN block, which performs architecture, with the goal of
final signal classification in ULP mode, reducing the energy cost of the
The Sensitivity Adaptator block, filters and breaking the symbolic
which enables self-adaptive attention Tl o Ul 0 GEIET
to cope with environmental variability. _ P

consumption (<100 pWw).
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